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Abstract—Information propagation in a microblog network
aims to identify a set of seed users for propagating a target
message to as many interested users as possible. This problem
differs from the traditional influence maximization in two major
ways: it has a content-rich target message for propagation and
it treats each link in the network as communication on certain
topics and emphasizes the topic relevance of such communication
in propagating the target message. In realistic situations, however,
the topics associated with a link are not explicitly expressed
but are hidden in the microblogs previously exchanged through
the link. In this paper, we present a topic-aware solution to
information propagation in a microblog network. We first model
the latent topic structure of the network using observed microblog
messages published in the network. We then present two methods
for estimating the propagation probability based on the topic
relevance between a link and the target message. Once the
propagation probability is estimated, we adopt the standard
greedy algorithm for influence maximization to find seed users.
This approach is topic-aware in that the target message finds its
way of propagation according to its topic relevance to the latent
topic structure in the network. Experiments conducted on real
Twitter datasets suggest that the proposed methods are able to
select right seed users.

I. INTRODUCTION

With the rapid growth of social network services and
applications such as Facebook, Twitter and Weibo, research
on social networks and social media is becoming a hot area.
One example is social advertising [1], which utilizes user’s
relationships, interests and published data to target social
advertisement to potential users. Microblogs, also called mi-
croposts, allow users to exchange small elements of content
such as short sentences, individual images, or video links.
Microbloggers post about topics ranging from the simple, such
as “what I’m doing now,” to the thematic, such as “sports cars”.

A. Information Propagation

In this paper, we consider the problem of leveraging the
abundant microblogs maintained by microblogging services to
deliver some target information to microbloggers, or simply
users. This problem, termed information propagation, can be
stated as follows: given a microblog network with previously
exchanged microblogs among users, we want to identify k
seed users to propagate a target text message to as many
users as possible in the network. The target message can
be any text message such as a tweet, a web page, or an
advertisement. Two related but different problems studied in
the literature are influence maximization and social contagion.
Influence maximization [2] aims to select some specified
number of seed users that could influence the most number
of users in a social network. Social contagion [3] refers to
the phenomenon of information diffusion, such as diffusion of
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Fig. 1: Social network with simple links (left) and latent topics
(right).

political opinions and adoption of new technologies [3]. Both
problems leverage the link structure of a social network, but
not messages exchanged among users, to influence more users.
For example, traditional models of social contagion assume the
probability that an individual is affected grows monotonically
with the size of his or her neighborhood, and the recent study
in [3] suggests that this probability grows with the number of
connected components in the individual’s neighborhood, not
the size of the neighborhood.

Information propagation differs from these existing prob-
lems in two major ways: it has a content-rich target message
for propagation, and it treats each link in a microblog network
as communication on certain topics and emphasizes the topic
relevance of such communication when propagating the target
message. The basic assumption in information propagation
is that a target message is more likely to be forwarded or
retweeted if it is interesting to both the sender and the recipient,
and an interested user is more likely to react to a message (e.g.,
buying the advertised product). This assumption is consistent
with previous studies that social influences are associated with
certain topics [4] and marked tags or labels are useful for social
interest discovery [5].

To illustrate the differences from influence maximization,
Figure 1 shows a social network with link structure (left) and
the network with links representing communication on certain
topics (right), where each color represents a topic and the width
of a link represents the intensity of the topic. Suppose that we
want to propagate a target message on the topic corresponding
to the yellow color, user 3 is more likely to be the best seed
user to start the propagation because the message could reach
two other users, namely user 1 and user 4. However, if this
problem is treated as the traditional influence maximization,
user 1 will be selected as the seed user because of its maximum
out-degree, despite the fact that user 1 will not forward the
message due to the lack of out-going communication on this



topic. In this example, information propagation depends on not
only the link structure of the network, but also the nature of
a link in terms of the topics of the information exchanged.

To our knowledge, propagation of content-rich messages
in a microblog network in a topic-aware manner has not
been considered previously. The challenge is that the topics
for messages and links are not explicitly expressed in a real
life microblog network where only exchanged messages are
observed. Manually labeling the topics for all messages and
links, even for a training set, is unrealistic because expensive
user involvement is required. The key to information prop-
agation is to extract the hidden topics from the observable
published messages in a microblog network and leverage them
for identification of seed users.

B. Contributions

• We define the information propagation problem: given a
target message m and a positive number k, we want to identify
k seed users in the microblog network for propagating m, with
the goal of reaching as many users as possible. Our assumption
is that published microblogs implicitly convey the topics of
communication represented by a link and that propagation of
the target message depends on the topic relevance of such
communication to the target message.

• We adopt the standard topic modeling technique, Latent
Dirichlet Allocation (LDA) [6], to a microblog network to
unveil the latent topics associated with social links. The
outcome is a manifest of the topic distribution for each link,
which serves as an explanation of the nature of a link in
information flow. Our key insight is not applying LDA to the
messages for each link individually, but to the whole collection
of the messages for all links. We will explain the reasons for
this approach.

• We propose two methods to estimate the propagation
probability of a link based on the topic relevance between the
target message and the link. Once propagation probability is
estimated, we adopt the generic greedy algorithm for identify-
ing seed users for the target message.

•We evaluate the performance of the proposed methods by
comparing various probability estimation. Our study suggests
that the proposed topic-aware propagation method selects more
relevant seed users than traditional influence maximization
methods.

In the rest of the paper, we review related work in Section
II, present the topic modeling for microblog networks in
Section III, present the propagation probability estimation and
seed user selection in Section IV, and evaluate the proposed
methods in Section V. Finally, we conclude the paper.

II. RELATED WORKS

A. Social Networks

One of the most robust findings in social networks is
homophily [7] (i.e., “love of the same”), the tendency of
individuals to associate and bond with similar others. Based
on homophily, users tend to share interesting messages from
their friends and spread from one person to another in the
style of a biological epidemic. In addition to the link structure

like in all social networks, a microblog network has its own
characteristics, i.e., exchanges of abundant but short messages
and interpersonal activities such as mentions and retweets.
Such messages and activities convey certain important in-
formation about the users involved and play an important
role in analyzing information diffusion in microblog networks.
For example, [8] discussed information diffusion on Twitter
via users’ ongoing social interactions, and [9] considered
the content of retweet messages to improve topic mining
for microblogs. To our knowledge, however, exploitation of
published microblog messages for improving the propagation
of a target message has not been formally studied.

B. Topic Modeling

Probabilistic topic models such as LDA were introduced by
[6]. [10] presented the Author-Recipient-Topic (ART) model
to learn the distribution specific to author-recipient pairs. [11]
proposed a supervised learning approach to categorize links
and quantify influence of web pages. Neither work considered
information propagation. The supervised learning approach
requires a training data set that is a link-labeled and link-
weighted graph. Our work does not require such training data
because it works directly on the microblog messages published
by users.

Topic modeling has been used to predict social influences
between users. [4] developed topical affinity propagation to
model the topic-level social influence based on information of
nodes, which was extended to heterogeneous networks in [12].
These methods assumed a given topic distribution for each
node and found all topic level influence networks Gz(Vz, Ez)
for every topic z, where Vz is a subset of nodes that are related
to topic z and Ez is the set of pair-wise weighted influence
relations over Vz . These works did not consider propagation
of information, which is the focus of our work. They assumed
that the topic distribution is given for each user, whereas we
assume that the topic distribution is hidden in the messages
exchanged between users (thus, links). These works considered
social influences for one topic at a time, whereas we treat each
link as communication involving a topic distribution, instead
of a single topic. The work in [13], [14] proposed a page
rank based algorithm to find influential topics in twitter and
citation network. Again, this work did not consider information
propagation.

C. Influence Maximization

Influence maximization proposed in [2] aims to identify a
set of seed users who could influence the most number of other
users in a social network. Two popular influence propagation
models are Independent Cascade Model and Linear Threshold
Model. These models assume influence probability based on
simple heuristics, such as uniform probability or probability
proportional to the degree of a node. Moreover, this problem
does not have a target message nor consider the topics for a
link. Most previous works focused on improving the efficiency
of greedy algorithms [15], [16], [17], [18], such as the CELF
optimization based on the submodularity of incremental influ-
ences [15], [16].

Our work is closely related to the work on inferring the
influence probability of a link. [19] used an “action log”



to infer the influence probability of a link, where an action
refers to a pre-determined activity such as joining a group.
In the case that such actions are not explicitly captured in the
social network, acquiring the action log requires the assistance
from external information sources. Our work does not require
such action logs. The works in [20], [21] used time decay to
infer influence probability. Our work can be considered as a
new way of estimating propagation probability by taking into
account the topics of the microblog messages readily available
in a microblogging service.

III. TOPIC MODELING FOR MICROBLOG NETWORKS

The first step of our method is to extract the latent topics
on social links in a microblog network. We discuss first
the extraction of microblog messages for a link and then
topic modeling for such messages. The outcome is the topic
distribution for each link and the word distribution for each
topic. These distributions are used to estimate the propagation
probability of a link for the target message in the next section.

A. Content based Social Links

There are two options for modeling the topics in a network:
model the topics (i.e., interests) for each user, and model the
topics for each link. Since we are interested in the topics
for relationships, we adopt the second option. An example
illustrates our choice. Consider two users A and B who
are colleagues and have the same interests on three topics
“work”, “travel” and “movie”. However, the two users have
only exchanged the messages related to “work” (because they
wish to limit their communication to work only). In this case,
the user level topic modeling would suggest that these users
will influence each other on the topics of “travel” and “movie”
as well, which is a mistake because the two users did not
communicate on the topics “travel” and “movie”. This example
clearly shows that the link level topic modeling is a more
natural choice for our purpose.

Microblog messages can be divided into three categories
according to [22]: broadcast messages, conversation messages,
and retweet messages. A broadcast message is published on
the wall by some user A without a specific recipient. A
conversation message is also published on the wall by a user
A but a notification is sent to some user B to alert the
publication. A message published by A is retweeted by a user
B when B re-publishes the message on the wall, in which
case the user A will get a notification that B has retweeted the
message. All three types of messages can be viewed publicly,
but only conversation and retweet messages involve an explicit
information flow from a user A to a user B. Since a broadcast
message has no explicit information flow between two users, it
is hard to verify if any other user has an interest in a broadcast
message. For these reasons, we shall use all three types of
messages for topic modeling, but use only conversation and
retweet messages to determine the topics for a link.

Conversation and retweet messages can be identified using
special symbols within a message. For example, if the user
A publishes a conversation message “@B, Can you lend me
a book on data mining”, the user B will get a notification
that A has published the message. This message flow can
be observed on the social link A → B. Similarly, from the

retweet message published by the user A, “Good job RT
@B I have finished this experiment”, the user B will get a
notification that A has retweeted the message. This message
flow can be observed on the social link B → A. The structural
symbol “@”, called contactor factor, indicates the contactor
or recipient of a message, and the structural symbol “RT”,
called relation factor, indicates the forward or quote relation
[9]. Having clarified the above, we assume that each link e is
associated with a set of conversation and retweet messages.

B. Topic Modeling for Links

Given a microblog network G = (V,E), where V is the set
of users and E is the set of social links, we want to determine
the topic distribution for the communication represented by
each link. Each link has a set of conversation and retweet
messages, each being represented by a bag of words. Our
approach is applying Latent Dirichlet allocation (LDA) [6]
to the collection of microblog messages. Two issues must be
resolved. The first is that each microblog message is very
short (up to 140 characters), thus, sparse for topic mining.
The second issue is that each social link may represent zero
or more messages; dealing with each message individually
leads to multiple topic distributions for each link, which is
not only noisy due to the word sparsity of each message but
also unrelated to each other due to the separate topic spaces. To
address both issues, we model the set of messages associated
with a link as one aggregated message by taking the union
of these messages, and apply LDA to these messages plus
all broadcast messages. Notice that there is only one topic
modeling for the entire corpus, not one topic modeling per
link.

Formally, let W be the size of the dictionary (i.e., the num-
ber of words) for messages, T be the number of latent topics,
θm be the T -dimensional topic distribution for a message m,
and ϕj be the W -dimensional word distribution for a topic j.
The generative process of LDA is as follows:

1) choose ϕj ∼ Dir(β) where j ∈ [1, ..., T ]
2) choose θm ∼ Dir(α) for each message m
3) for each word wi that belongs to message m

a) choose a topic zi ∼Mul(θm)
b) choose a word wi ∼Mul(ϕzi)

where β is the parameter of the Dirichlet prior on the per-topic
word distribution and α is the parameter of the Dirichlet prior
on the per-message topic distributions.

The Gibbs sampling [23] is widely used to infer the latent
variables ϕ and θ (see [23] for the details of Gibbs sampling).
Let nj,w be the number of times that the word w is assigned
to the topic j in the sampling, nm,j be the number of times
that the topic j is assigned to the message m in the sampling,
nm,· be the number of times that any topic is assigned to the
message m in the sampling, and nj,· be the number of times
that any word is assigned to the topic j in the sampling. The
topic distribution θm for a message m and the word distribution
ϕj for each topic j are computed as follows:

θm(j) =
nm,j + α

nm,· + Tα
, ϕj(w) =

nj,w + β

nj,· +Wβ
(1)

We can derive the topic distribution for links and the target
message from θ and ϕ as follows:



Topic distribution for links: For each link e with the
aggregated message m, the topic distribution of e, denoted θe,
is defined as θm. A high value of θe(j) for a topic j indicates
the existence of a tunnel for the communication on the topic
j through the link e.

Topic distribution for the target message: For the target
message m, the topic distribution of m is computed as follows.
For each word wi occurring in m, we determine the most
likely topic for wi, i.e., the topic j such that ϕj(wi) is
maximal, and consider this as one vote for the topic j. Let
vm,j denote the total number of votes for the topic j and let
λm,j = vm,j/

∑T
i=1 vm,i, 1 ≤ j ≤ T . The topic distribution

of m is defined by λm = {λm,1, ..., λm,T }.

IV. TOPIC AWARE INFORMATION PROPAGATION

To achieve the goal of information propagation, seed users
should likely publish the target message and the recipients of
the message should likely forward the message, and so on.
The likelihood of publishing or forwarding a message depends
on whether there is a communication tunnel on the topics
of the target message between the sender and the recipient.
We can divide this problem into two sub-problems. The first
sub-problem extracts the topic structure for links, which was
addressed in the previous section. The second sub-problem will
identify k seed users for propagating the target message, given
the topic structure for links. We present three algorithms for
the second sub-problem.

A. Greedy Algorithm: First Cut Solution

A first cut solution is ignoring all published messages and
the target message and selecting seed users solely based on the
topological structure of the microblog network. This is exactly
the traditional influence maximization and a general greedy
algorithm exists. This algorithm takes the graph structure of
the microblog network and the number k as input and returns
k seed users as output. Algorithm 1 below, GeneralGreedy,
is an implementation of this algorithm from [2], [17]. It uses
two internal parameters, the propagation probability P for all
links e and the Monte Carlo random process of propagation
starting from a set of users S, MC(S, P ). MC(S, P ) returns
the estimated number of users reached by those in S. At each
iteration, the algorithm greedily selects the next seed user v
such that MC(S ∪ {v}, P ) is maximized.

Algorithm 1 GeneralGreedy(G, k)

uniformly set propagation probability Pe for all social links
P =

⋃|E|
e=1{Pe}

initialize S = ∅
for i = 1 to k do

select v = argmaxu∈V \S(MC(S ∪ {u}, P ))
S = S ∪ {v}

end for
return S

Not surprisingly, the GeneralGreedy algorithm does not
perform well for information propagation because it uses the
uniform propagation probability Pe for all links e, which
ignores the topic relevance of a link to the target message.
Next, we present two topic-aware algorithms that take into

account this topic relevance to infer the propagation probability
Pe. These algorithms differ in the way of quantifying the topic
relevance of a link.

B. Filtered Tunnel Algorithm

Let m denote the target message, e denote a link, and
Pe denote the propagation probability of m through the link
e. Recall that θe denotes the topic distribution of e and
λm denotes the topic distribution of m. To determine Pe

for a link e, we need to determine what topics of e are
relevant to m. One way is cutting off insignificant topics
in the topic distribution θe by a threshold, but this is not
robust because it is difficult to know the proper threshold,
which could vary from links to links. Our first topic-aware
algorithm deals with this issue by classifying the topics for e
as tunneled topics and blocked topics. The former refers to the
topics that have large probabilities in θe to allow information
flow on such topics, whereas the latter refers to the topics
with insufficient probabilities to allow information flow. The
intrinsic motivation for this classification is the observation
that the distribution θe usually consists of a small number of
major topics that have much higher probabilities than other
topics.

To identify these two groups of topics, we apply the 2-
means clustering method to the T data points represented by
θe, where the jth point represents the probability on the topic
j. The result is one cluster for tunneled topics and one cluster
for blocked topics, represented by the indicator vector Ie:

Ie(j) =

{
1 if j is a tunneled topic
0 if j is a blocked topic (2)

Notice that this classification of topics is on a per-link basis
and is independent of the target message.

For a given target message m, we define the propagation
probability for a link e as follows:

Pe(m) =

T∑
j=1

λm,jθe(j)Ie(j) (3)

In words, Pe(m) is the inner product of the topic distribution
of m and the topic distribution of e, except that only the topics
j with Ie(j) = 1 have effect.

The seed user selection based on the above propagation
probability, called filtered tunnel algorithm and denoted Fil-
teredTunnel, is given in Algorithm 2. It takes a microblog
network G, a positive number k, and the target message m as
the input, and returns a set of k seed users as the output. The
algorithm is an adaptation of the GeneralGreedy algorithm but
uses the propagation probability Pe(m) defined in Equation
(3).

C. Unfiltered Tunnel Algorithm

The filtered tunnel algorithm adopts the “all or nothing”
strategy for each topic on a link in order to focus on major
topics. Sometimes two users communicate on a broad range
of topics where there is no clear cut between tunneled topics
and blocked topics. In such cases, a target message covering
many topics could still be exchanged by users. This situation



Algorithm 2 FilteredTunnel(G, k, m)

for each social link e do
compute Pe(m) as in Equation (3)

end for
P =

⋃|E|
e=1{Pe(m)}

initialize S = ∅
for i = 1 to k do

select v = argmaxu∈V \S(MC(S ∪ {u}, P ))
S = S ∪ {v}

end for
return S

calls for the second approach, unfiltered tunnel algorithm,
where topics with small probability are considered too for topic
relevance. We can model this approach conveniently by making
all topics the tunneled topics, that is, Ie(j) = 1 for every topic
j in Equation (3), so the propagation probability Pe(m) in
Equation (3) degenerates into the usual inner product of the
topic distribution λm of the target message m and the topic
distribution θe of the link e:

Pe(m) =

T∑
j=1

λm,jθe(j) (4)

There are two cases for having a large propagation probability
Pe(m): either λm and θe have high probability in a few
common topics, or λm and θe have small probability in many
common topics. The former corresponds to communication on
focused topics and the latter corresponds to communication on
diversified topics. With Pe(m) being defined by Equation (4),
the unfiltered tunnel algorithm remains the same as Algorithm
2.

V. EXPERIMENTAL EVALUATION

The ideal way of evaluating the propagation of a target
message is placing the message to the selected seed users in
a live microblogging service and tracing the propagation of
the message. Unfortunately, this kind of evaluation requires
full control over the microblogging service, which is possible
only for the owner of a microblogging service. Without such
full control over a microblogging service, we resort to pub-
licly available Twitter microblog datasets1 to approximate this
evaluation. This dataset has over 9 million microblogs covering
domains such as news, music, entertainment, technology, and
web. We performed the following preprocessing: removed all
users who have no social links and their broadcast messages
because such users do not contribute to information flow; for
the remaining users, took a random sample of their messages
because topic modeling does not need all the data and running
topic modeling on the whole collection of data is too slow;
removed stop words and URLs from all messages. The final
dataset contains 323481 messages (10% broadcast, 66% con-
versation, and 24% retweet), 10892 Twitter users, and 63454
links corresponding to followee/follower relations.

A. Experimental Design

We performed two experiments. In the first experiment,
we randomly picked 50 target messages from relatively long

1http://user.informatik.uni-goettingen.de/∼txu/cuckoo/dataset.html

retweet paths and withheld them from topic modeling and seed
user selection. We study the hit ratio of the seed users who
published the exact target message, defined as the fraction
of seed users who have forwarded the given target message
according to the data set. While hit ratio does measure the
users who propagated the given target message, it does not
consider the possibility of propagating any other messages,
even such messages are similar to the target message. This
exact syntax based measure could be too stringent because
often a message is propagated because of its content, not
because of its exact syntax. For example, if a user forwards the
message “@B, Does anyone know Canucks’ standing”, likely
the user will also forward the message “@B, Is Canucks in
first or second place”, if this message is presented instead. But
the syntax based measure does not consider this flexibility.

In the second experiment, we relax the exact syntax re-
quirement and consider two messages to be equivalent (with
respect to propagation) if they are similar in topics. For two
messages m1 and m2 with the topic distributions λmi

=
{λmi,1, · · · , λmi,T }, i = 1, 2, the topic equivalence of m1 and
m2 is defined as

sim(m1,m2) =

T∑
j=1

λm1,jλm2,j (5)

m1 and m2 are topic equivalent if sim(m1,m2) > ε for some
specified threshold ε. We consider the following two metrics
based on topic equivalence. The publish ratio is the fraction
of the messages published by the seed users that are topic
equivalent to the target message and the reach num is the
number of users reached through such forwarding. A larger
value in these metrics means that a topic equivalent message
is more likely to be published and propagated by the selected
seed users. We randomly picked up 100 target messages for
this experiment.

We evaluated three algorithms for information maximiza-
tion.

GeneralGreedy, denoted GG: This is the traditional
greedy algorithm in Algorithm 1, which was shown to out-
perform distance based, degree based, and random selection
method [17]. We set Pe to 0.01, 0.02, 0.05, 0.1 as in [17].
GG0.01, GG0.02, GG0.05, and GG0.1 denote GG with these
parameters.

FilteredTunnel, denoted FT: This is Algorithm 2. This
algorithm used the hyperparameters α and β for topic mining.
We set α = 1 and β = 0.01 as in [24], and set T = 50 (the
number of topics).

UnfilteredTunnel, denoted UT: This is the unfiltered
tunnel algorithm described in Section IV.C. Like in FT, we
set α = 1, β = 0.01, and T = 50.

The number of seed users k is set to 10 and 50 for all
three algorithms. We adopted a CELF optimization package2

for the Monte Carlo random process MC(S, P ) in all three
algorithms. This optimization speeds up the runtime but does
not alter the result. All codes were written in Matlab and Java.
The experiments were run on a PC with 3.10 GHz Quad-Core
CPU, 8G memory and Operating System of Ubuntu Linux
9.10.

2http://www.cs.ubc.ca/∼goyal/code-release.php



TABLE I: Hit ratio of GG, FT, and UT(%)

GG0.01 GG0.02 GG0.05 GG0.1 FT UT
k = 10 0.6 0 0 0 0.8 0.2
k = 50 0.36 0.2 0.12 0 0.6 0.28

B. Evaluation based on Exact Messages

Table I shows the hit ratio of GG, FT and UT (averaged
over all target messages). Understandably, hit ratio is rather
low for all algorithms because only the users who published the
exact target message are considered in this metric. Despite this,
there is a notable difference among the three algorithms. GG
is very sensitive to the setting of the propagation probability
Pe. For the small propagation probability Pe = 0.01, GG0.01
tends to select central users in a dense community as seed
users; such users usually have a higher degree, thus, are
likely publishing the target message. This explains the higher
hit ratio. As the propagation probability increases, GG tends
to select seed users who bridge different communities because
of the increased reachability, but such users actually are less
influential because the number of forwarding is very low. In
contrast, UT and FT are able to select seed users based on the
topics of the target message. Such users are likely to publish
the target message. FT has a better performance (i.e., a higher
hit ratio) than UT because of its focus on major topics. See
more discussions on this point below.

C. Evaluation based on Topic Equivalent Messages

Figure 2 shows publish ratio and reach num of GG, FT
and UT. The three colors represent the three settings of the
threshold ε for topic equivalence in Equation (5).

FT has significantly higher publish ratio and reach num
than GG. This improvement comes from a better selection of
seed users by considering the relevance of links to the target
message. In particular, for a given target message, FT considers
not only the link connection, but also whether similar messages

(a) k = 10

(b) k = 50

Fig. 2: Publish ratio and reach num of GG, FT and UT

were previously propagated through such links. As such, FT
tends to select those users who are likely to publish the target
message (i.e., a high publish ratio) and consequently the target
message can reach more users (i.e., a high reach num).

For a closer examination, Figure 3 shows the comparison
of FT and GG0.01 at the individual target message level for
the case of k = 10 seed users. For each target message, there
is a point (x, y) where y represents the metric for FT and x
represents the metric for GG0.01. A point above the diagonal
line y = x means that FT outperforms GG0.01 by having a
higher publish ratio and a higher reach num. For nearly all
target messages considered, FT outperforms GG0.01 through
a higher value in both metrics. This suggests that FT selects
more influential seed users than GG0.01. Another study, which
is not shown here, showed that FT outperforms UT in these
metrics. One reason is that UT keeps many minor topics that
are insufficient to trigger publishing or forwarding of the target
message. This study suggests that the focus on major topics
in FT is an effective strategy.

We also studied the actual seed users selected. For discus-
sion purpose, we consider the single topic target message m1

containing the words for topic 50, and the mixed topic target
message m2 containing all of the words from topics 46 and 50.
In general, the seed users selected by GG are central in dense
parts of the network but may not be influential in the topics
of the target message, in terms of the likelihood of published
messages being forwarded by others, whereas the seed users
selected by FT are more influential. The seed users selected
by UT tend to be a mixture of those selected by GG and those
selected by FT because UT not only considers topic relevance
but also adds low propagation probability to each link.

Figure 4 shows the topic distribution of the messages
published by seed users. For m1 (on the left), which has the
topic 50, the messages published by the seed users selected by
FT have the highest probability for topic 50, followed by the
messages of the seed users selected by UT, followed by the
messages published by the seed users selected by GG0.01. For
m2 (on the right), which is on the topic 46 and the topic 50,
the messages published by the seed users selected by FT have
higher probabilities in both of these topics than those selected
by UT and GG0.01.

To summarize, our study suggests that the topic-aware FT
and UT perform better than the traditional topic-blind GG for
information propagation: they tend to select right seed users, as
demonstrated by higher probability of the target message being
published (i.e., higher publish ratio) and more users being
reached (i.e., higher reach num). The superiority of FT over
UT suggests that taking all topics of messages into account
does not necessarily yield better results; in fact, minor topics
tend to mislead the selection of seed users. FT addresses this
issue by focusing on major topics.

D. Runtime

Although our focus is on selecting more relevant seed
users, the topic-aware selection also helps reduce the running
time of the selection process. For FT and UT, topic modeling
took about 2 minutes in our experiments. This step does not
depend on the choice of the target message and was performed
only once for all target messages. Table II shows the running
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Fig. 4: Topic distribution of published messages of seed users
for m1 (left) and m2 (right). k = 10

time for the selection of seed users. GG is highly sensitive
to the choice of the propagation probability Pe because a
larger probability means that GG will explore a larger part
of the microblog network. For the topic-aware UT and FT,
the running time is significantly reduced because propagation
probability depends on the match between the topics of a link
and the topics of the target message; consequently, only the
links that are highly relevant to the target message are explored.

VI. CONCLUSION

This paper presented a study on propagating a target
message to reach a maximal number of users in a microblog
network. Existing solutions to influence maximization are not
suitable for this problem because it does not factor the topic
relevance of a link. Our contribution is a novel topic-aware
estimation of the propagation probability of a link with respect
to the target message. The novelty is that we do not assume that
the topics of messages or links are given; rather, we assume
that such topics are implicit in the microblogs published by
microbloggers. We presented a method to extract such topics
and use the extracted topics to infer the propagation probability
for a target message. To our knowledge, this is the first work
on estimating propagation probability in a topic-aware manner.
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